2NC Innovation Turn Overview

And even if the mechanism of the plan is good- real governments lack the precision their solvency advocates assume-- governments don’t have access to information needed for successful intervention

Gordon ‘8 (Richard L. Gordon is professor emeritus of mineral economics at the Pennsylvania State University, “The Case against Government Intervention in Energy Markets Revisited Once Again”, No. 628 December 1, 2008)

A key aspect of the modern economic theory of intervention is skepticism about whether governments in fact have the ability and desire to remedy market failures and increase efficiency. As a result, theories of government failure have proliferated. Columbia economist Jagdish Bhagwati has neatly summed up the standard uses of market-failure arguments as the “puppet government approach.” 91 The old-fashioned textbook government possesses far more prescience and acceptance of economic principles than do actual governments. Real governments lack the competence and the motivation to increase efficiency. Moreover, intervention is expensive to design and operate properly. Thus, the inefficiencies must be great for regulation to be desirable. A remarkable article by Ronald Coase, “The Problem of Social Cost,” is the critical source of the last point and a much more modern appraisal of intervention. 92 In the essay, Coase dealt with a much-discussed but badly dated analysis of “externalities” by A.C. Pigou, a longtime professor of economics at Cambridge University. Externalities are the incidental effects of economic actions on people who are not directly involved. These can be harmful, as with pollution and noise, or beneficial, as with pollination of plants by bees. Coase emphasized two defects of Pigou’s analysis. First, Pigou presumed that government intervention always was needed, but Coase provided numerous examples of how cures to externality problems were secured privately. Second, Pigou asserted that, when confronting positive externalities (where by definition the costs to society were lower than the costs to the private producers or consumer), a subsidy to the producer or consumer was appropriate. Conversely, negative externalities should be taxed. Coase showed that this also was wrong; subsidizing the abatement of a detrimental externality would produce the same result as a Pigouvian tax. Coase’s insights proved remarkably impervious to criticism. Two potential problems, however, are evident. First, Coase tacitly assumes that the beneficiaries of the tax are not so different from the beneficiaries of the subsidy that demands shift. Second, an implicit further condition of optimum externality response is that the response should ensure that only firms whose total social value exceeds their total social costs should survive. The correct social policy requires additional measures to attain this goal. 93 Coase is well aware that the choice of policy response affects the welfare of those involved. By example, he shows that those harmed by the externality are not always the ones whom it is appropriate to compensate. In some cases, these victims knowingly moved near an existing externality-producing entity, about which the newcomer should have been aware. Coase moves so tersely through the arguments that many commentators over looked or misunderstood his discussion of why private action may not resolve the externality problem. 94 Coase argued that when a large number of people are involved, the transaction costs associated with providing for a remedy could prove to be so steep that private action would be difficult to implement. However, he presented two objections to the presumption that such high transaction costs justified government action. First, with sufficiently high trans - action costs, even if the government can act more cheaply than private groups, the total costs of intervention will still exceed the benefits. High enough transaction costs can be a barrier to both private and public externality remedies. Second, even if this is not true, a public solution is not necessarily preferable to a private solution. Given the limitations of governments, the inefficiencies of a private solution may be less than those of a public one. In a follow-up article, “The Lighthouse in Economics,” Coase showed that the traditional assertion that lighthouses were a clear example of a good that had to be supplied by government was historically invalid. In the United Kingdom, the government took over lighthouses only after a private association successfully established a system of lighthouses. 95 George Stigler observed that Coase’s analysis applied to all market failures. 96 Stigler stressed that with low enough transaction costs, market failures could all be overcome privately. Coase’s caveats about the implications of high transactions also apply to all interventions. While Coase seems never to have made the links explicit, these arguments are closely related to another celebrated contribution to the literature—Paul Samuelson’s 1954 analysis of the justification of government action. 97 Samuelson employed the concept of “publicness,” in which a good could not be made available exclusively to individuals; if one person received it, everyone did. Everyone in society then would benefit from the private consumption of a public good. Private solutions, however, would fail to adequately recognize all of these benefits. Thus, the government should provide the goods. Coase’s analysis can be restated as indicating that it is only when publicness was involved that government intervention to address externalities might be justified. Coase can then be credited with creating a different and superior theory of government action: it is only when transaction costs are high (but not by a degree to render action unprofitable) that government intervention might be desirable. The advantage of Coase’s approach is that it leads to a consideration of critical problems that the Samuelson analysis ignores. First, considerable evidence exists that politicians have motivations far different from attaining an efficient supply of public goods. 98 Second, the Coase problem of attaining an optimum is formidable. Governments often lack the competence to identify and optimally correct inefficiencies. Both these difficulties are extensively reviewed in the economics literature, but the bad-motivation argument is stressed more than the limited-ability concern. 99 The adoption of inappropriate objectives is the subject of a very rich literature that examines the motivations of political actors. The starting point is Schumpeter’s observation that, in a democracy, political actors are primarily engaged in a competition for votes. 100 As numerous subsequent observers have noted, one key way to secure votes is to legislate an (economically) inefficient policy—in which a few beneficiaries each receive gains large enough for them to note—by creating losses for many others that are too small for any to notice. 101 Some observers, notably Harvard economist Joseph Kalt, have examined the proposition that, in some cases, action arises only from an ideological preference for intervention by legislators whose constituents lack significant interest in an issue. 102 Kalt and collaborators have found statistical support for this proposition. 103 A simpler possibility is that politicians instinctively believe that if a problem arises which receives extensive attention, they can—and should—intervene. The problem of determining and satisfying demands for public goods is more loosely treated in the literature. Economists Ludwig von Mises, F. A. Hayek, and Ronald Coase have all argued that, among other things, governments cannot readily secure the information needed for efficient intervention. 104 Coase’s treatment is far less extensive, but also far more general, than those of Mises or Hayek. Their extended writings on socialist calculation, nevertheless, should have made clear the difficulties of optimally devising plans for any kind of government spending. The debate was started by an assertion by Mises that a socialist state could not be efficient because it lacked information about the demands for commodities. 105 In the most celebrated response, Oscar Lange 106 replied that this problem could be resolved by establishing planning boards to measure demands and set prices appropriate for those demands. Hayek answered Lange by noting that this was a much more cumber - some approach than an unregulated marketplace. Mises asserted that the solution would break down for producers’ goods because of concentration of ownership in state monopolies.  

Turn- distortion causes price volatility for new technology- our turns occur before their aff solves- quicker timeframe

Jenkins et al ’12 - directs the Energy and Climate Program at the Breakthrough Institute (Jenkins, Jesse. Mark Muro. “BEYOND BOOM & BUST”. April, 2012. http://assets.nationaljournal.com/Beyond%20Boom%20and%20Bust_Embargoed_4_17.pdf)

This is not the first time booming clean tech markets in America have been on the brink of a bust. US markets for clean tech segments from wind, nuclear, and solar power to electric vehicles and alternative fuels have each surged and declined in the past. While a drawdown of federal subsidies is most often the immediate trigger of clean tech market turmoil, the root cause remains the same each time: the higher cost and risk of US clean tech products relative to either mature fossil energy technologies or lower-cost international competitors, which make US clean tech sectors dependent on subsidy and policy support. New industry sectors are often volatile, as innovative technology firms must challenge both established incumbents and competing upstarts. Clean tech sectors are no exception. Yet in energy, unlike biotechnology or information technology, price is king. Like steel or copper, energy is a commodity, principally valued not for its own qualities but for the services and products derived from it. As such, while new drugs, software, or consumer electronics command a price premium from customers by offering new value-added features and hence command a premium price from customers, new energy technologies must routinely compete on price alone, even if they offer other long-term benefits. 74 It would be a difficult feat for any nascent technology to enter a commodity market and compete immediately on cost, but clean tech sectors face a particularly challenging rival: well-entrenched fossil fuel incumbents that have had more than a century to develop their supply chains and make incremental innovations to achieve high levels of efficiency. These mature fossil energy industries have long enjoyed sizable, stable flows of subsidy support as well as a regulatory environment and established infrastructure both geared towards fossil fuel models of energy procurement, delivery, and use. 75 Most clean tech segments, by contrast, are relatively young, are still developing supply chains, and are steadily improving manufacturing techniques, product designs, and efficiencies. Higher perceived technology risks make financing the commercialization and scale-up of new clean technologies particularly challenging. 76 Imbalances between supply and demand can quickly develop in immature clean tech supply chains, causing wild swings in prices and profit margins. 77 New business models and novel technologies often require market or regulatory reforms, new enabling infrastructure, or other changes to fully scale-up.

2NC Bubble Turn Overview

Turns the entirety of the case – the burst will make all problems worse
VICTOR AND YANOSEK ’11 - professor at the School of International Relations and Pacific Studies; AND*** Yanosek – MBA from Harvard (Victor, David G. Yanosek, Kassia. “The Crisis in Clean Energy: Stark Realities of the Renewables Craze”. August, 2011. Proquest)

After years of staggering growth, the clean-energy industry is headed for a crisis. In most of the Western countries leading the industry, the public subsidies that have propelled it to 25 percent annual growth rates in recent years have now become politically unsustainable. Temporary government stimulus programs-which in 2010 supplied one-fifth of the record investment in clean energy worldwide-have merely delayed the bad news. Last year, after 20 years of growth, the number of new wind turbine installations dropped for the first time; in the United States, the figure fell by as much as half. The market value of leading clean-energy equipment manufacturing companies has plummeted and is poised to decline further as government support for the industry erodes. The coming crisis could make some of the toughest foreign policy challenges facing the United States-from energy insecurity to the trade deficit to global warming-even more difficult to resolve. The revolution in clean energy was supposed to help fix these problems while also creating green jobs that would power the economic recovery. Some niches in clean energy will still be profitable, such as residential rooftop solar installations and biofuel made from Brazilian sugar cane, which is already competitive with oil. But overall, the picture is grim. This is true not only for the United States but also for the rest of the world, because the market for clean-energy technologies is global. 

If the plan succeeds- it just creates a bubble in the green economy by propping up the industry- turns case
Tracinski ’12 (Robert Tracinski, Robert Tracinski writes daily commentary at TIADaily.com, “The Global Warming Bubble”, http://www.realclearmarkets.com/articles/2012/03/06/the_global_warming_bubble_99552.html, March 6, 2012)

When the federal government bailed out General Motors, you may remember that we were told the government would transform GM by moving it away from manufacturing big, gas-guzzling trucks and SUVs (you know, the vehicles that were actually making a profit) and instead make sure that GM rode the real wave of the future: electric cars. Well, here's where the wave of the future has taken us: GM just shut down the assembly line of its electric car, the Chevy Volt, for five weeks because demand for the Volt is making the Edsel look like a roaring success. Observers are divided over whether the Volt has flopped because of its limited all-electric range, its high price tag (despite massive government subsidies), or the fact that its battery might have a tendency to catch on fire. The Volt is just the latest commercial failure for "green" technology. We are in the middle of what you might call a global warming bubble. It is a failure of the global warming theory itself and of the credibility of its advocates, but also a failure of the various "green energy" schemes proposed as a substitute for fossil fuels. Take the sleek Tesla electric roadster, brought to you with about half a billion dollars in government-backed loans, which turns into an immovable "brick" if you run down its battery too far, say, by taking a long drive and parking it for a while. The failure of the solar panel maker Solyndra has been followed by the bankruptcies of a variety of other government-subsidized green energy firms, such as Beacon Energy, which makes an energy storage device needed to smooth out the energy production of erratic "renewable" sources, and battery maker Ener1. But maybe we're just not subsidizing green power enough, because surely you've heard--probably from Tom Friedman--that China is beating us to the future with its support for green energy. But China's solar energy firms are also heading into a slump and laying off workers. Part of the reason for the solar slump in China is that they were counting on generous subsidies for their product from the West, particularly Europe. In effect, the Chinese were manufacturing solar panels in order to cash in on subsidies from Western taxpayers. But now the subsidies are drying up. That leads us to the most interesting of these stories. Germany is phasing out its solar subsidies, but the economically revealing part is why they are eliminating the subsidies. As Bjorn Lomborg explains: "Subsidizing green technology is affordable only if it is done in tiny, tokenistic amounts. Using the government's generous subsidies, Germans installed 7.5 gigawatts of photovoltaic capacity last year, more than double what the government had deemed 'acceptable.' It is estimated that this increase alone will lead to a $260 hike in the average consumer's annual power bill." At the end of last year, I wrote (in my own newsletter) about the marginal economics of the welfare state. Many welfare-state policies seem to work so long as they are implemented on a small scale but fail when they are expanded to cover a larger portion of the population. The Medicare program, for example, takes advantage of the fact that it can dictate lower prices for medical services, because it only needs to pay the marginal costs (the relatively low cost of treating one additional patient in an existing hospital), while non-Medicare patients are billed at higher rates to cover big capital expenditures (the cost of building the hospital in the first place). But if the government starts paying for all health care, it suddenly has to pay a lot more to fund those capital expenditures. Something similar applies to green technology. It can be sustained only as a token or showpiece designed to distract attention from all of the coal, natural gas, and nuclear power stations that actually keep the lights on. The Chevy Volt, for example, is openly billed by GM as a "loss leader": they're losing money on it for the sake of all of the good "green" PR they hope to get. But the moment you try to use these technologies to generate a noticeable portion of a nation's electricity, the costs rise to ruinous levels. Thus, as Lomborg explains: "Solar power is at least four times more costly than energy produced by fossil fuels. It also has the distinct disadvantage of not working at night, when much electricity is consumed. "In the words of the German Association of Physicists, 'solar energy cannot replace any additional power plants.' On short, overcast winter days, Germany's 1.1 million solar-power systems can generate no electricity at all. The country is then forced to import considerable amounts of electricity from nuclear power plants in France and the Czech Republic." The same applies to wind energy, too, for the same reason. Just as the sun doesn't shine consistently every day, so the wind does not blow consistently. The natural fluctuation of wind power means that every megawatt of wind power requires an equal amount of conventional, fossil-fuel-powered generation to prevent power dips on the electric grid. Which is to say that solar panels and windmills are really just ornaments. They are monuments to greener-than-thou environmental vanity. That these forms of renewable energy are capable of generating only minimal amounts of power is no accident. Ten years ago, I published an article by Jack Wakeland which examined the growth of "renewable energy" and concluded that every time an "alternative" power source grew large enough to produce energy on a truly industrial scale, environmentalists turned against it, as they have done with hydro-electric dams, geothermal plants, and even wind farms. So the fact that green energy is capable of generating only a small fraction of the power needed to fuel an industrial civilization is no accident. In effect, the inability to generate industrial-scale power is what makes green energy green. But what that means is that green energy is doomed as an economic proposition. It has all of the hallmarks of an economic bubble. As with the Internet, housing, and higher-education bubbles, green energy is fiercely believed in, not just as an investment but as a superior lifestyle and a positive social good. And as with housing and education, it is propped up by government tax breaks, loan guarantees, and massive subsidies, all of which support a growing edifice of economically unproductive activity. But this artificial stimulation eventually expands the industry beyond the point where it can be sustained, either economically or politically, and the bubble bursts.

Our link is faster than the plan – The bubble gets built up way too fast

JENKINS ET AL ’12 - directs the Energy and Climate Program at the Breakthrough Institute (Jenkins, Jesse. Mark Muro. “BEYOND BOOM & BUST”. April, 2012. http://assets.nationaljournal.com/Beyond%20Boom%20and%20Bust_Embargoed_4_17.pdf)

This is not the first time booming clean tech markets in America have been on the brink of a bust. US markets for clean tech segments from wind, nuclear, and solar power to electric vehicles and alternative fuels have each surged and declined in the past. While a drawdown of federal subsidies is most often the immediate trigger of clean tech market turmoil, the root cause remains the same each time: the higher cost and risk of US clean tech products relative to either mature fossil energy technologies or lower-cost international competitors, which make US clean tech sectors dependent on subsidy and policy support. New industry sectors are often volatile, as innovative technology firms must challenge both established incumbents and competing upstarts. Clean tech sectors are no exception. Yet in energy, unlike biotechnology or information technology, price is king. Like steel or copper, energy is a commodity, principally valued not for its own qualities but for the services and products derived from it. As such, while new drugs, software, or consumer electronics command a price premium from customers by offering new value-added features and hence command a premium price from customers, new energy technologies must routinely compete on price alone, even if they offer other long-term benefits. 74 It would be a difficult feat for any nascent technology to enter a commodity market and compete immediately on cost, but clean tech sectors face a particularly challenging rival: well-entrenched fossil fuel incumbents that have had more than a century to develop their supply chains and make incremental innovations to achieve high levels of efficiency. These mature fossil energy industries have long enjoyed sizable, stable flows of subsidy support as well as a regulatory environment and established infrastructure both geared towards fossil fuel models of energy procurement, delivery, and use. 75 Most clean tech segments, by contrast, are relatively young, are still developing supply chains, and are steadily improving manufacturing techniques, product designs, and efficiencies. Higher perceived technology risks make financing the commercialization and scale-up of new clean technologies particularly challenging. 76 Imbalances between supply and demand can quickly develop in immature clean tech supply chains, causing wild swings in prices and profit margins. 77 New business models and novel technologies often require market or regulatory reforms, new enabling infrastructure, or other changes to fully scale-up.

And even if they initially succeed- it still generates a longer-term bubble- supercharges the collapse
Loris and Spencer ’11 (Nicolas Loris and Jack Spencer, Nicolas D. Loris is a Policy Analyst and Jack Spencer is Research Fellow in Nuclear Energy in the Thomas A. Roe Institute for Economic Policy Studies at The Heritage Foundation, “Obama's Department of Energy Should Not Be the Green Banker”, http://www.thecuttingedgenews.com/index.php?article=52893pageid=16pagename=Opinion, October 11th 2011)

Not Stimulating, the Economy The CBO’s cost estimate for CEDA notes that funding would be available for “energy, transportation, manufacturing, commodities, residential, commercial, municipal, and other sectors of the economy.” Expanding the list of potential recipients to include coal with carbon capture and sequestration, natural gas vehicles, and energy efficiency technologies would not make the green bank acceptable. It would simply expand the green bank’s potential to distort more sectors of the economy with subsidized financing. As the subsidies are removed from these green energy industries, they collapse because they were developed in a bubble in which market demand and price signals were muted. The European experience with subsidizing renewable energy is a perfect example. This inevitable confrontation with reality demonstrated that the industry lacks the tools to survive unaided. When faced with a need for drastic budget cuts and job creation, Spain, the United Kingdom, Germany, France, and the Czech Republic decided to reduce subsidies for green energy programs, such as wind and solar energy. As a result, some industries have collapsed and others are either collapsing or face difficult roads ahead. Although each European country has taken a different approach to subsidize green technologies, the results have been the same: Artificially propping up industries by reallocating labor and capital toward uncompetitive projects, forcing higher energy prices on ratepayers, and failing projects are costly to the economy and the taxpayer. Protecting Taxpayers and the Economy Congress should resist the temptation to distort the energy market even further. Specifically, Congress should refuse to expand loan guarantee programs or to implement any new capital subsidy programs, whether through CEDA or the infrastructure bank. American taxpayers cannot afford these programs, and they would put taxpayers on the hook for an untold number of projects that could fail. Even if the selected projects succeed, such programs give preferential treatment to those companies lucky enough to receive a loan guarantee from the government and increase the opportunity for and likelihood of fraud and corruption. The government needs to stop trying to pick winners and losers in the marketplace.
   Economy Impact (Royal)

Global war – diversionary theory’s true

Royal ‘10 – Director of Cooperative Threat Reduction at the U.S. Department of Defense (Jedediah, “Economic Integration, Economic Signaling and the Problem of Economic Crises,” in Economics of War and Peace: Economic, Legal and Political Perspectives, ed. Goldsmith and Brauer, p. 213-215)

Less intuitive is how periods of economic decline may increase the likelihood of external conflict. Political science literature has contributed a moderate degree of attention to the impact of economic decline and the security and defence behaviour of interdependent states. Research in this vein has been considered at systemic, dyadic and national levels. Several notable contributions follow. First, on the systemic level, Pollins (2008) advances Modelski and Thompson's (1996) work on leadership cycle theory, finding that rhythms in the global economy are associated with the rise and fall of a pre-eminent power and the often bloody transition from one pre-eminent leader to the next. As such, exogenous shocks such as economic crises could usher in a redistribution of relative power (see also Gilpin. 1981) that leads to uncertainty about power balances, increasing the risk of miscalculation (Feaver, 1995). Alternatively, even a relatively certain redistribution of power could lead to a permissive environment for conflict as a rising power may seek to challenge a declining power (Werner. 1999). Separately, Pollins (1996) also shows that global economic cycles combined with parallel leadership cycles impact the likelihood of conflict among major, medium and small powers, although he suggests that the causes and connections between global economic conditions and security conditions remain unknown. Second, on a dyadic level, Copeland's (1996, 2000) theory of trade expectations suggests that 'future expectation of trade' is a significant variable in understanding economic conditions and security behaviour of states. He argues that interdependent states are likely to gain pacific benefits from trade so long as they have an optimistic view of future trade relations. However, if the expectations of future trade decline, particularly for difficult to replace items such as energy resources, the likelihood for conflict increases, as states will be inclined to use force to gain access to those resources. Crises could potentially be the trigger for decreased trade expectations either on its own or because it triggers protectionist moves by interdependent states.4 Third, others have considered the link between economic decline and external armed conflict at a national level. Blomberg and Hess (2002) find a strong correlation between internal conflict and external conflict, particularly during periods of economic downturn. They write: The linkages between internal and external conflict and prosperity are strong and mutually reinforcing. Economic conflict tends to spawn internal conflict, which in turn returns the favour. Moreover, the presence of a recession tends to amplify the extent to which international and external conflicts self-reinforce each other. (Blomberg & Hess, 2002. p. 89) Economic decline has also been linked with an increase in the likelihood of terrorism (Blomberg, Hess, & Weerapana, 2004), which has the capacity to spill across borders and lead to external tensions. Furthermore, crises generally reduce the popularity of a sitting government. “Diversionary theory" suggests that, when facing unpopularity arising from economic decline, sitting governments have increased incentives to fabricate external military conflicts to create a 'rally around the flag' effect. Wang (1996), DeRouen (1995). and Blomberg, Hess, and Thacker (2006) find supporting evidence showing that economic decline and use of force are at least indirectly correlated. Gelpi (1997), Miller (1999), and Kisangani and Pickering (2009) suggest that the tendency towards diversionary tactics are greater for democratic states than autocratic states, due to the fact that democratic leaders are generally more susceptible to being removed from office due to lack of domestic support. DeRouen (2000) has provided evidence showing that periods of weak economic performance in the United States, and thus weak Presidential popularity, are statistically linked to an increase in the use of force. In summary, recent economic scholarship positively correlates economic integration with an increase in the frequency of economic crises, whereas political science scholarship links economic decline with external conflict at systemic, dyadic and national levels.5 This implied connection between integration, crises and armed conflict has not featured prominently in the economic-security debate and deserves more attention. This observation is not contradictory to other perspectives that link economic interdependence with a decrease in the likelihood of external conflict, such as those mentioned in the first paragraph of this chapter. Those studies tend to focus on dyadic interdependence instead of global interdependence and do not specifically consider the occurrence of and conditions created by economic crises. As such, the view presented here should be considered ancillary to those views.
Ext- Prolif slow

Their rapid prolif args are empirically denied hype- prolif is slow

Chapman 7-9-12 [Steve, Harvard honor graduate, columnist and editorial writer for the Chicago Tribune, “The Arms Race that Won't Happen,” http://reason.com/archives/2012/07/09/the-arms-race-that-wont-happen]

Nuclear proliferation is always said to be on the verge of suddenly accelerating, and somehow it never does. In 1981, there were five declared nuclear powers -- the U.S., the Soviet Union, China, Britain and France -- as well as Israel, which was (and is) undeclared. And today? The number of members added since then is not 15 but three: India, Pakistan and North Korea. Most of the other countries on the list of likely proliferators never came close -- including Argentina, Chile, Morocco and Tunisia. Iraq tried and failed. Libya made an effort and then chose to give up. The peril was greatly overblown. It probably is again. But our leaders are not about to let mere history debunk the apocalyptic scenarios. They are committed to a policy based on fear rather than experience. The United States keeps trying to force Iran to abandon its suspected efforts to build a nuclear arsenal, and so far it has been rebuffed. Both Obama and Mitt Romney have said they would use force rather than let Iran acquire nukes. Chances are good that whoever wins in November, we will be at war with Tehran sometime in the next four years. But there is no reason to think Iran would ever use such weapons, and there is little reason to think it would spur other countries to get them. If all it takes to unleash regional proliferation is one fearsome state with nukes, the Middle East would have gone through it already -- since Israel has had them for decades. Why would governments in the region respond differently to Iran? Many of them are allied with the U.S. -- which means Iran can't attack or threaten them without fear of overwhelming retaliation. Turkey, as a member of NATO, enjoys a formal defense guarantee from Washington. The U.S. might offer similar assurances to Saudi Arabia, Egypt and other nervous neighbors. One way or another, they would probably find they can manage fine. Iran is no scarier than Mao's China was in 1964, when it detonated its first atomic device. Writes Francis Gavin, a professor at the Lyndon B. Johnson School of Public Affairs at the University of Texas at Austin, "It was predicted that India, Indonesia and Japan might follow." At the time, he noted in a 2009 article in International Security, "A U.S. government document identified 'at least 11 nations (India, Japan, Israel, Sweden, West Germany, Italy, Canada, Czechoslovakia, East Germany, Rumania and Yugoslavia)' with the capacity to go nuclear, a number that would soon 'grow substantially' to include 'South Africa, the United Arab Republic, Spain, Brazil and Mexico.'" Mexico? In recent decades, some countries have actually given up their nukes -- including Ukraine (which inherited them from the Soviet Union) and South Africa. Others, like Brazil and Sweden, have scrapped their weapons programs. After the Cold War, it was assumed the newly reunified Germany would want to assert its new status by joining the nuclear club. It has yet to exhibit a glimmer of interest. A nuclear Iran would soon learn something previous nuclear powers already know: These weapons are not much use except to deter nuclear attack. What help have they been for the U.S. in Iraq or Afghanistan? China invaded Vietnam in 1979 to force the enemy's withdrawal from Cambodia. The Vietnamese not only refused but sent the People's Liberation Army home with its tail between its legs. China regards Taiwan as part of its territory, but the island has remained functionally independent despite the threat of nuclear coercion. If Iran does get nukes, its neighbors that have survived without them will find that nothing much has changed. Nuclear proliferation is the danger that lurks just over the horizon, and that's where it is likely to stay.
US nuclear leadership is strong- ensures prolif credibility and global safeguards

BPI ’12 [Bipartisan Policy Center, nonprofit research organization founded by former Senate Majority leaders, “Maintaining U.S. Leadership in Global Nuclear Energy Markets,” July, http://bipartisanpolicy.org/sites/default/files/Leadership%20in%20Nuclear%20Energy%20Markets.pdf]

Nuclear power already plays an important role in the U.S. energy supply mix: The nation’s existing fleet of 104 reactors currently accounts for close to 20 percent of overall electricity production. In many parts of the country, nuclear plants help to assure grid stability and have been a major source of cost-effective, low-carbon base-load power for decades. The NRC, the industry’s chief regulatory overseer, is expected to approve extension of the operating licenses for most of these plants to 60 years while striving for improved safety and increasingly efficient operations. At present, the domestic nuclear industry is looking at limited opportunities for expansion in terms of increasing the number of U.S. plants. Currently, four new Generation III+ nuclear reactors have been licensed by the NRC and are under construction in the Southeast. In addition, the Tennessee Valley Authority has restarted construction activities at Watts Bar II. Given this near-term expansion, the United States will continue to be a world leader in the development of advanced reactor technologies, including Generation III+ advanced passive reactors and SMRs. International interest in developing new nuclear-generating capacity, on the other hand, presents potentially substantial business opportunities for the domestic nuclear industry. Commercial nuclear exports generate obvious economic benefits for U.S. firms and for the nation’s overall balance of trade. Importantly, they also help the United States retain a major role in the evolution and maintenance of international nuclear safety and nonproliferation regimes. Other nations not only look to the U.S. industry for operational expertise, they see the NRC as setting the international gold standard for safety and physical security regulation. DOE’s National Nuclear Security Administration, meanwhile, has a great deal of influence over the nonproliferation aspects of international fuel-cycle issues. 

Can’t build it either

Mueller, Ohio State University Political Science Professor, 10 

[John, "Nuclear weapons are the greatest threat to humankind", http://www.lebanonwire.com/1001MLN/10011006FP.asp] 

"Fabricating a Bomb Is 'Child's Play.'"

Hardly. An editorialist in Nature, the esteemed scientific journal, did apply that characterization to the manufacture of uranium bombs, as opposed to plutonium bombs, last January, but even that seems an absurd exaggeration. Younger, the former Los Alamos research director, has expressed his amazement at how "self-declared 'nuclear weapons experts,' many of whom have never seen a real nuclear weapon," continue to "hold forth on how easy it is to make a functioning nuclear explosive." Uranium is "exceptionally difficult to machine," he points out, and "plutonium is one of the most complex metals ever discovered, a material whose basic properties are sensitive to exactly how it is processed." Special technology is required, and even the simplest weapons require precise tolerances. Information on the general idea for building a bomb is available online, but none of it, Younger says, is detailed enough to "enable the confident assembly of a real nuclear explosive."

A failure to appreciate the costs and difficulties of a nuclear program has led to massive overestimations of the ability to fabricate nuclear weapons. As the 2005 Silberman-Robb commission, set up to investigate the intelligence failures that led to the Iraq war, pointed out, it is "a fundamental analytical error" to equate "procurement activity with weapons system capability." That is, "simply because a state can buy the parts does not mean it can put them together and make them work."

For example, after three decades of labor and well over $100 million in expenditures, Libya was unable to make any progress whatsoever toward an atomic bomb. Indeed, much of the country's nuclear material, surrendered after it abandoned its program, was still in the original boxes. 

1. No WMD terrorism- they see it as counterproductive.

Brad Roberts, Inst Dfnse Analyses, and Michael Moodie, Chem & Bio Arms Cntrl Inst, ‘2 (Defense Horizons 15, July)

The argument about terrorist motivation is also important. Terrorists generally have not killed as many as they have been capable of killing. This restraint seems to derive from an understanding of mass casualty attacks as both unnecessary and counterproductive. They are unnecessary because terrorists, by and large, have succeeded by conventional means. Also, they are counterproductive because they might alienate key constituencies, whether among the public, state sponsors, or the terrorist leadership group. In Brian Jenkins' famous words, terrorists want a lot of people watching, not a lot of people dead. Others have argued that the lack of mass casualty terrorism and effective exploitation of BW has been more a matter of accident and good fortune than capability or intent. Adherents of this view, including former Secretary of Defense William Cohen, argue that "it's not a matter of if but when." The attacks of September 11 would seem to settle the debate about whether terrorists have both the motivation and sophistication to exploit weapons of mass destruction for their full lethal effect. After all, those were terrorist attacks of unprecedented sophistication that seemed clearly aimed at achieving mass casualties--had the World Trade Center towers collapsed as the 1993 bombers had intended, perhaps as many as 150,000 would have died. Moreover, Osama bin Laden's constituency would appear to be not the "Arab street" or some other political entity but his god. And terrorists answerable only to their deity have proven historically to be among the most lethal. But this debate cannot be considered settled. Bin Laden and his followers could have killed many more on September 11 if killing as many as possible had been their primary objective. They now face the core dilemma of asymmetric warfare: how to escalate without creating new interests for the stronger power and thus the incentive to exploit its power potential more fully. Asymmetric adversaries want their stronger enemies fearful, not fully engaged--militarily or otherwise. They seek to win by preventing the stronger partner from exploiting its full potential. To kill millions in America with biological or other weapons would only commit the United States--and much of the rest of the international community--to the annihilation of the perpetrators.
2. High risk aversion means no motivation. 

Maerli (Science Program Fellow, Center for Int’l Security &Cooperation, Stanford Univ.) 2K [Morten Bremer, “Relearning the ABCs: Terrorists and “Weapons of Mass Destruction,” The Nonproliferation Review, Summer, pp. 108-119// -delo]

Furthermore, a group’s interest in ABC weaponry is not the same as obtaining such capabilities.  Before any decision to deploy either conventional or non-conventional weapons, a terrorist group will have to judge its competence to use the weapon effectively.  This will involve practical assessments of the level of training, skills, and technical and logistical capabilities requires. Terrorists are dependent on success, as failure could threaten the cohesiveness or the very existence of the group.  This creates an environment of risk aversion where known and proven tactics will be preferred. Surely, if the stakes are high, terrorists , as others, can accept further risks.  But there have always been enormous gaps between the potential of a weapon and the abilities and/or will to employ it by terrorists.  Most terrorist groups, even those pursuing suicidal ends, protect their resources.  Wasting personnel and money will inevitably harm the group and its long-term goals.  Consequently, new means and methods of violence with unknown outcomes would be less appealing.
---Warming- No Warming
Their quals argument don’t apply here

Wilson ’12 (GLOBAL WARMING: THE SATELLITES DON'T LIE March 3, 2012 7:48 AM | 7 Comments James A. Wilson 

Over the summer Forbes Magazine published NASA satellite data indicating the alarmist predictions - even the UN computer models on which they were based - are dead wrong. The study, reported in the peer reviewed journal, Remote Sensing, correlates data from 2000 through 2011. It shows two phenomena surprising to the apostles of doom in the scientific and political community. There is much less heat being trapped in the atmosphere by greenhouse gases - or any other cause - than the models portend, and a lot more of it is being released naturally into space. This is especially true over the oceans. James M. Taylor, a senior fellow for environmental policy at The Heartland Institute and managing editor of Environment and Climate News authored the Forbes article. Credentials don't get any more impeccable.
Consensus of NASA and NOAA satellite data shows no warming

Wilson ’12 (GLOBAL WARMING: THE SATELLITES DON'T LIE March 3, 2012 7:48 AM | 7 Comments James A. Wilson 

The latest satellite gathered information is consistent with NOAA and NASA data showing humidity and the formation of cirrus clouds has lagged far behind alarmist predictions as well. These findings, and those of NASA's ERBS satellite show similar patterns of heat exhange for the years 1985 to 1999. In other words, we are simply not going to hell in a climate change hand basket.
---Warming- No Impact
Consensus of experts agree that there is no impact to warming

Hsu 10 

Jeremy, Live Science Staff, July 19, pg. http://www.livescience.com/culture/can-humans-survive-extinction-doomsday-100719.html
His views deviate sharply from those of most experts, who don't view climate change as the end for humans. Even the worst-case scenarios discussed by the Intergovernmental Panel on Climate Change don't foresee human extinction.  "The scenarios that the mainstream climate community are advancing are not end-of-humanity, catastrophic scenarios," said Roger Pielke Jr., a climate policy analyst at the University of Colorado at Boulder.  Humans have the technological tools to begin tackling climate change, if not quite enough yet to solve the problem, Pielke said. He added that doom-mongering did little to encourage people to take action.  "My view of politics is that the long-term, high-risk scenarios are really difficult to use to motivate short-term, incremental action," Pielke explained. "The rhetoric of fear and alarm that some people tend toward is counterproductive."  Searching for solutions  One technological solution to climate change already exists through carbon capture and storage, according to Wallace Broecker, a geochemist and renowned climate scientist at Columbia University's Lamont-Doherty Earth Observatory in New York City.  But Broecker remained skeptical that governments or industry would commit the resources needed to slow the rise of carbon dioxide (CO2) levels, and predicted that more drastic geoengineering might become necessary to stabilize the planet.  "The rise in CO2 isn't going to kill many people, and it's not going to kill humanity," Broecker said. "But it's going to change the entire wild ecology of the planet, melt a lot of ice, acidify the ocean, change the availability of water and change crop yields, so we're essentially doing an experiment whose result remains uncertain." 

No impact to warming – history and scientific study prove

Jaworowski 8 (Professor Zbigniew, Chairman of the Scientific Council of the Central Laboratory for Radiological Protection in Warsaw and former chair of the United Nations Scientific Committee on the Effects of Atomic Radiation, “Fear Propaganda,” http://www.ourcivilisation.com/aginatur/cycles/chap3.htm)

Doomsayers preaching the horrors of warming are not troubled by the fact that in the Middle Ages, when for a few hundred years it was warmer than it is now, neither the Maldive atolls nor the Pacific archipelagos were flooded. Global oceanic levels have been rising for some hundreds or thousands of years (the causes of this phenomenon are not clear). In the last 100 years, this increase amounted to 10 cm to 20 cm, (24) but it does not seem to be accelerated by the 20th Century warming. It turns out that in warmer climates, there is more water that evaporates from the ocean (and subsequently falls as snow on the Greenland and Antarctic ice caps) than there is water that flows to the seas from melting glaciers. (17) Since the 1970s, the glaciers of the Arctic, Greenland, and the Antarctic have ceased to retreat, and have started to grow. On January 18, 2002, the journal Science published the results of satellite-borne radar and ice core studies performed by scientists from CalTech's Jet Propulsion Laboratory and the University of California at Santa Cruz. These results indicate that the Antarctic ice flow has been slowed, and sometimes even stopped, and that this has resulted in the thickening of the continental glacier at a rate of 26.8 billion tons a year. (25) In 1999, a Polish Academy of Sciences paper was prepared as a source material for a report titled "Forecast of the Defense Conditions for the Republic of Poland in 2001-2020." The paper implied that the increase of atmospheric precipitation by 23 percent in Poland, which was presumed to be caused by global warming, would be detrimental. (Imagine stating this in a country where 38 percent of the area suffers from permanent surface water deficit!) The same paper also deemed an extension of the vegetation period by 60 to 120 days as a disaster. Truly, a possibility of doubling the crop rotation, or even prolonging by four months the harvest of radishes, makes for a horrific vision in the minds of the authors of this paper. Newspapers continuously write about the increasing frequency and power of the storms. The facts, however, speak otherwise. I cite here only some few data from Poland, but there are plenty of data from all over the world. In Cracow, in 1896-1995, the number of storms with hail and precipitation exceeding 20 millimeters has decreased continuously, and after 1930, the number of all storms decreased. (26) In 1813 to 1994, the frequency and magnitude of floods of Vistula River in Cracow not only did not increase but, since 1940, have significantly decreased. (27) Also, measurements in the Kolobrzeg Baltic Sea harbor indicate that the number of gales has not increased between 1901 and 1990. (28) Similar observations apply to the 20th Century hurricanes over the Atlantic Ocean (Figure 4,) and worldwide.

